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WHY DOES A CITY GROW?
SPECIALIZATION, HUMAN CAPITAL, OR INSTITUTIONS?

Michael Storper
Institut d’Etudes Politiques de Paris and London Shool of Economics

July 25, 2008

ABSTRACT

Why does a certain metropolitan area grow more #mather? The answer to this question
has evaded much of the considerable body of s@tofaon the topic. One problem may be
that some of the frameworks that drive empiricakggch in this field tend be based on ad hoc
combinations of explanatory factors, ranging framtunal climate to business climate to land
and labor costs. Theoretical approaches emphdsizesnces in economic specialization:
some activities have higher rates of growth th&yes, and this translates into divergence in
medium-term rates of inter-urban growth and incorBat specialization itself needs to be
explained. International economics has adoptear#tieal frameworks for explaining

different growth rates and income levels among tesinvolving multiple causes and their
potentially recursive interactions. Three maircés are at the heart of this literature:
specialization, labor force and human capital issaad institutions. This framework can be
fruitfully adapted to the analysis of metropoligmowth and change. The thorniest aspect of
doing so is to consider recursive relationshipsragrtbe three in a dynamic model, where
specialization, human capital and institutionseardogenous to the explanation, and where
causality can reverse over time in complex sequenbethis paper, we lay out the elements
of such an approach and argue that it could sextikeabasis for a new generation of research
on differences in metropolitan growth processes.
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Introduction

Theories of metropolitan growth and developmengpde their long and venerable
tradition, have lagged behind the major recent ades in theories of economic growth in
general. One reason for this is that urban ecoesmie extremely open, so that they are
strongly influenced by national growth and nationatitutions. Even with this, however,
growth and development processes for cities af@yigneven; in most countries, growth
levels and per capita incomes exhibit strong amdigtent differences across metropolitan
areas. Moreover, even in countries with the higlea®ls of internal factor mobility, there
are strong differences in the composition of agtigsimong cities (Glaeser, Scheinkman and
Schleifer, 1995; Drennan et al 1996), which seegetrerate income differences. This
probably means that convergence models of city tirdace the same limited match to the
facts as do convergence models of international@oic growth .

Whereas in international economics, the limitagitm convergence have stimulated a
fruitful theoretical debate about the forces fonfumnvergence and differentiation, and in
urban economics, there is a smaller literature thel/to this problem (Sala-i-Martin, 2002;
Barro, 1996; Trefler, 1993).The bulk of studies of why some city-regions hhigher
income levels, or more overall growth than othessiploy a method best described as
inductive empiricism. The modal study of “why tloisthat city grew or did not grow” is to
measure a list of factors supposed to contributgdath. At the top of the list is usually
economic specialization, measured usually throungirshare analysis. A city grows by

getting more of a sector, or when the sector grfaster in the city than at the national level.

2 In this paper, « urban economy » will be used gftangeably with « metropolitan economy, », « cégion
economy » or “cities” to refer to economies of ropblitan areas. An initial version of this papesipresented
to the Fudan University International Urban Fordftd(UF) Shanghai, November 2006.

® The recent literature on convergence and divergeharban incomes includes, notably, Drennan, @plaind
Lewis, 1996.



Statistical extensions of the specialization thémekide export-base models and multipliers.
A mix of factors such as labor costs, land cosigulation, business climates and so on, are
then adduced as explanations for why the city aasdkor poorly via the evolution of its
economic base (cf. Glaeser and Shapiro, 2001; &latsl 1992; Glaeser et al 1995).

The big problem with these studies is that thatter factors cannot be assumed to be
causal explanations. There is a correlation betvaggor and especially land costs and where
an activity locatesvithin a metropolitan regions (expensive in the centezapbr in the
“periphery”). There is also a correlation betwéadvor and land costs and which types of
activities go to which types of cities, which mirsanternational specialization patterns
between high-wage/capital intensive places andi@age labor-intensive places. As such,
these costs matter in explaining why New York, Seancisco and London have little durable
goods manufacturing, while certain cities in theePp&outh of the USA or southern Europe
have a lot of it. But there isn’t any relationskapwhy an activity locates in orparticular
city or anothewithin a class of structurally-similar cities; for exampleey cannot account
for why San Francisco has so much more high teah tlos Angeles with this kind of
reasoning. And while in general, there is high@ductivity in high-cost places, there are no
strong inter-urban locational adjustments of shacesrding to real productivity differences
for a given activity- productivity within sectors seems to be endogsriouhe places where
they are already concentrated (Sveikauskas, 193B)y for sectors that are deconcentrating
does inter-urban productivity comparison seem tkaredifference for where they are
subsequently located, in a different class of €iti&nd once again, it cannot tellwkich
cities in that class will get the activity.

Neoclassical general-equilibrium models of urbemn@mic growth have more
theoretical sophistication than the empiricist-actong type studies, but their assumptions

are largely unsuited to explaining urban growthgemeral or in particular. The closer they



get to pure general equilibrium modeling, the ntbey lose the ability to explain urban
concentration and specialization — the heart odneconomies (Krugman, 1991a). The
fundamental theorem of neoclassical economicsnddmentally incompatible with “second
nature” urbanization — i.e. created from within #s@nomy, rather than from accidents of
location due to harbors or seacoasts — becausewlendd be no spatial concentration in the
seamless world it assumes (Fujita and Thisse, 2002)

Explaining spatial concentration is precisely streng suit of the one part of urban
economics that has made big theoretical progresscent years, the New Economic
Geography (Fujita, 2002; Krugman, 1991a). Morepieaillows us to show why, say, an
extremely expensive high-wage city-region suchasBancisco can continue to grow in
high-technology: the factor cost increases aretpped by the endogeneous increases in
efficiency of the activities concentrated theree@aglization is driven by this endogenous
formation and acceleration of agglomeration ecoesniRosenthal and Strange, 2001).

However, the NEG cannot tell us why, in the fpltce, any particular metropolitan
region gets set along the path of specializingpmething — such as high tech in San
Francisco or financial services in London or emiernent in Los Angeles — as opposed to
another. That's where urban growth studies terfdltdack on very specific ad hoc
explanations (Stanford University for SF, or googhther in LA, for example) or excessively
general explanations such as business climatetarfeosts. Agglomeration economics can
tell us why, once an industry gets launched insagl it tends to keep growing for a long
time, with strong path dependencies. Economists kalled this the “history matters” part of
the growth process (Krugman, 1991b). But they tihnot tell us about historicatiginsin
one particular place versus another. These azgatdd to the domain of accidents or specific
detailed sequences that are said to not be ametoatbleoretical generalization (Krugman,

1999).



Moreover, even with the considerable new insifituis the economics of
agglomeration, the medium-to-long-run evolutiorudfan economies remains mostly beyond
our grasp. Even the most successfully specializbdn economies ultimately run into
problems, and this is because the industries ichiiey are specialized ultimately either
have no further agglomeration economies, or theggtgomerate, or their products become
technologically obsolete (Norton and Rees, 1978)ufan economies, like their national
counterparts -- in the presence of technologicahge and an open trading regime — are faced
with the question of adjustment to change. Thisistdjent comes essentially through sectoral
succession: successfully getting new specializationretaining the retainable parts of
existing specializations, to compensate the ulentiags of what they have .

It will not do to try and loop back to fully ne@adsical (i.e. general equilibrium spatial
economics) explanations of this process, eithach snodels are closed by claiming that the
optimal adjustments will happen, that new or chaggictivities will go to places according
to their relative productivity rankings, and thiaistwill determine how the specializations of
cities will evolve through time. Since standard misccan’t explain the “why” of
agglomeration in the first place, they have litdesay about changes in the specializations of
specific places over time (Storper and Scott, 1997)

Comparative growth theory, mostly as applied termational growth and
development comparisons over the medium- to lomg4nas made significant progress in this
area. It stresses theng-run adaptive capacitgf economies, in relationship to the changes in
technology and geography that alter the competaigolaces for different activities (Rodrik,
2007). Thus, it addresses the question raisedealad»out how economies sustain or do not
sustain growth over some period of time, in theefatstructural changes -- the capacity to
pull through cycles and renew economic growth, lapthntitatively and qualitatively

(incomes) (Haussman and Rodrik, 2003; Pritchef@7)9 Failure comes when an urban



region either has a shrinking economy, or whem@ngitatively grows but its incomes, in
absolute or relative terms, decline. The task thesomes two-fold. First, is there some way
to explain the origins of successful specializaBomng metropolitan regions in a similar
structural class of regions? Second, given theitaelity of change in the locational patterns
of sectors in such a region’s economic base, whsaahoe places seem to do better at
adjustment than others, effectively changing thpécializations over time?. What might such

an explanatory framework look like ?

Three principal sources of long-run urban developmst

As noted, economic geography has potent theofie$ip and when sectors will
geographically concentrate, and why they leavespaise: these are the theories of
agglomeration based on internal trade costs, hoarkeheffects and possibly localized
technological externalities. In any event, whectars are concentrated in certain regions,
they cause the economies of those regions gpbéeializedn those activities, leaving a
strong imprint in terms of the quantity and qualitype of jobs and local expenditures) of
growth. As a recent indicator of this, Galbraitiddlale (2004) note that the income gained
in justfour (out of about three thousand) US counties in thee1890s is sufficient to account
for virtually all of the increase in geographical income inequatitthe USA in the 1990s!
These counties are, needless to say, the corae &f$ high-tech boom. Some analysts of
agglomeration economies believe that localizatioth specialization are forces that, in the
medium-term, impede geographical income convergence

As alluded to above, most standard economic théonot fully comfortable with the
notion that “specialization matters” over the lang at the international level, because it
believes in factor proportions adjustments to eoauies that ultimately “wash out” the

importance of sectoral specialization for natianabmes (Krugman and Obstfeld, 2001).



But while this may (and we should emphasize thaitmmal, because it is not firmly
established) be true in tverylong run, there is also agreement that spectaliz&aan
differentiate economies in the short run, and thiérence (and non-convergence) can be
prolonged through a succession of different speeibns. Why? Sectors or activites at
different points in their developmental cycles enaracterized by different factor proportions
and changes in them (labor versus capital-intengoveexample) (Trefler, 1993; Norton and
Rees, 1979). More importantly, they can have obfieterms of trade with the rest of the
economy, according to whether there is import goetxbiased growth in the economies with
which the city trades (Krugman and Obstfeld, 2004¢wer or more innovative sectors can
earn temporary rents on their outputs, which treytben renew through innovation.
Growing sectors generally have technological feenstthat are pushing outward at a higher-
rate than older industries, so the firms in thefeymore innovation opportunities.
Moreover, in sectors with growing overall demand anpply that doesn’t keep up in the
short run, not only is there a rent-effect, bug difficult for any supplier to have a decisive
impact on prices, so the places that specializé& dadermine their own positions easily, as
they do in sectors with easily-expandable suppigwth based on more mature or
standardized products). The point is: speciabrateally does matter because it creates
significant rents for places in the medium-run, tuenonopolistic competitiofh.

Cities can also be specialized in a way that m#k&s poorer than the average, but
this is generally because they have specializatimaisare not based on agglomeration
economies (strong endogenous forces of proximitycalization should be the result of
strong endogenous forces of proximity in the econoithree of these are in the intermediate
output structure of sectors: inter-firm transaasiolabor pooling; and technological

spillovers. A fourth concerns the home marketafté concentrating producers and

“ But it does not matter in general equilibrium a@mhes to economic geography. In those, moventents
factor stocks and factor prices, combined withahsence of significant agglomeration economied, wil
eliminate any possible monopolistic competitioreef§ over space (Anas, Arnott and Small, 1998).



consumers who each maximize the benefits of ecag®ofiscale and product variety when
trade costs are strongly positive, by concentratiggther. All of these could generate rents
for their host areas and make them richer thanageer But one can imagine also that
economic activities that have none of these looatiprocesses find themselves together in a
certain city or region simply because it has tgatrfactor supply for that sector (say land, or
labor or transportation access). This form of dgw@ent is not agglomerated specialization
(with monopolistic competition), but simply a catens of firms in a single industry. Thus,
not all high location quotients indicate true spézation in the sense theorized by the New
Economic Geography. Rapidly growing cities mayehapecificity of their economic bases,
but without the advantages of specialization natealve. The fast-growing cities in the US
interior West (generally low income, low wage) hd&e agglomeration economies in high-
wage sectors; the slower-growing cities of the Neatst have higher incomes and more
specificity based on specialization, with the adtemt benefits (Drennan, 2002).

Growth theory doesn’t stop with specialization xpkaining different economic fates
of places. The second major axis of growth théamrigs that the reason a given stock of
economic resources can produce more and more waadtitime from increases in
productivity that come from the application of nand betteknowledgédo production. In
turn, this knowledge is embodied in people, andlmameasured as the stockhoiman
capital® This human capital becomes externalityfor the economy, because knowledge can
be recombined and re-used in many different wayends to have an ever-increasing
positive impact on productivity (Romer, 1990).n imternational comparisons, knowledge
can grow because of increases in R&D, becausevesiments in education, or due to
improvements in the incentives to apply and exchanfprmation. But most important are

the conditions that allow the re-use and re-contlmnaof knowledge in order to generate a

® There’s a different debate about whether it isandor a city to be specialized or diversifiedest but it
shouldn’t be confused with the problem we are distg here. Duranton and Puga, 2000.
® This is known as the Barro-Lucas-Romer theoryooih@mic growth (Barro, 1996).



non-linear and positive effect in creating new kfexlge. There is little agreement about
whether such conditions come from the generaltuiginal environment, from the design of
the R&D system, or from more general incentivedtrces.

It has been famously observed by Lucas (1988)skiiéd people congregate in
expensive cities to be near other skilled peoplet the literature is silent as to why some
cities do this better than others, giving rise igpdifferences in human capital and associated
income levels. Even though globalization has matnational flows of knowledge more
and more open, regions in a country such as theeth&@in much more open than national
economies: they have more interregional trade andrlflows than do even the most open
national economies. This means that the stockioikedge of any given city-region is
intimately related to national education, R&D, daldor migration between regions. But the
region may influence internal choices to stay avé as well as who is trained inside the
region. Thus, the regional human capital stocngtgiven point in time is, in pataused by
the regional characteristics that attract, retamnd repel people with different kinds of skills.
But, as we shall see, not much is known about theggienal forces.

The third major branch of international growth theargues thainstitutions
determine long-run economic growth (Rodrik et @l02; cf. Glaeser et al, 2004; Acemoglu,
Johnson and Robinson 2004). By “institutions” isamt a variety of things, ranging from the
ways the formatle jurerules of political institutions affect their effamcy in facilitating
economic activity, to what we might call de fagmvernancereferring to the real, on-the-
ground ways that public sector agencies and prisetéor groups and individuals interact in
detailed ways to shape the rules and resourcé®a&donomy (North, 2006). Let's now
define more precisely what this theme might meathécstudy of metropolitan growth.

Three fundamental areas of institutional perfornesai@ at the center of growth

theory. The ways that institutions shape the mimwoemic environment (including what is
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commonly called the “business climate”, coveringlsthings as confidence and the ways it
affects transactions, discounting and investmergl$d; the ways that they shape labor force
participation and effort levels (sometimes knownhes“social policy environment”); and the
ways that they shape problem-solving, which deteesihow well the economy captures new
opportunities or misses them (how it adjusts tagiveg technologies and competitors). There
IS no precise institutional blueprint for thesetiras; rather they represent outcomes for
which there are many functional equivalents, dependn the context. They are not a
formula, but a sense of what institutions for glowattually do to sustain growth (Rodrik,
2007).

International comparisons are easier when it camése formal dimensions of
institutions, because international borders of ssiga countries are “hard” institutional
boundaries. Regions in some countries — mostliyrakred ones --share many of tthe jure
institutions of economic governance, whereas iemtless centralized ones, de jure
institutional design from one city-region to anatban differ. And they surely differ from one
country to another (Djankov et al 2003).

Another aspect of research of comparative intesnatiresearch on institutions is the
size of governmental units. Political economistgéhrecently theorized that there are
tradeoffs between the efficiencies that can beeghfrom size of jurisdictions, and the losses
generated (Alesina and Spolaore, 2005). The bitdpgeunit, the more likelihood there is that
there are more heterogeneous preferences of tipdepaihin it, and hence the likelihood that
many of those preferences will get “washed outhie conflicts and compromises that must
take place in big jurisdictions. In internationabgth studies, the performance of countries
can be patrtially attributed to how successfullyythembine the advantages of scale while
enjoying sufficient convergence of preferencesa@ble to make strong decisions that have

public support (Alesina and Spolaore, 2005). Tokmgwledge, there is no existing study of
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such differences in the distribution of formal govaental competencies within metropolitan
regions, the resulting size structure of jurisdicf, and the consequences of this for the ways
metropolitan political processes operate.

Moreover, city-regions appear often to have strdadacto differences in their
inherited (e factq political cultures and forms of political mob#ition that contribute to
governance outcomes, in the same way that schHudaes seen these among countries. Some
have longer traditions of intense community acaod established patterns of government-
business-community cooperation there, while othakge much more top-down political
cultures, for example (Logan and Molotch, 1987 dfch, 1976). “Social capital” indices,
that measure such patterns of participation, siathere is much more participation in
some city-regions than in others, though the mepairhis for political outcomes has not yet
been established by research (Putnam, 2000).

In the regional development literature, a greal tas been said about institutions, but
usually in a different sense from the growth thddeyature. Analysts have been interested
in thesector-specific institutionthat make a region able to help a particular itrgus
flourish. This is especially the case with resgedtigh technology clusters and flexible
production networks and “innovation-based” sec{8axenian, 1994; Becattini, 1990).
Questions about how production networks are coatdah moral hazards contained, and
transactions costs minimized, as well as wheth&osapecific public goods are provided,
are the object of a vibrant literature (Scott, 998/hen the concerns of these two literatures
are brought together, they suggest the interegtiggtion of how the broad institutional
structure of a region interacts with its sectoresjpeinstitutions, such as business
associations, labor market networks, relationstughe educational system of the region, and

other formal institutions and actor-networks.
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The opposite direction of causality has also bessidered: sectoral interests may
shape the performance of general political insting and political markets for ideas and
programs in the region. This is the point of mutthe urban politics literature (Dahl, 1961,
Cox, 1993). Powerful interests shape the choiceseradout urban development, especially
in land use, through the place-based politics mddavner and developer groups (urban
growth regimes) (Molotch, 1976). This has beermedéd to sectoral business elites as well,
in the notion that they influence local politicsdabgh their ability to influence job creation
and hence generate revenue for local and regi@vargments. In this way, sectional
preferences can find broad expression through lolgbynterest-peddling, and other means of
dominating the resource-allocation and policy-agtfirocesses.

The conception of institutions that we proposartport from growth theory is broader
than in most of the urban politics literature asks how both formal rules and the de facto
political processes capture, retain, or damageaunandevelopment (Persson and Tabellini,
2006; Rodrik et al 2004; Glaeser, et al 2004). &dwer, there should be microeconomic
effects of institutions, not merely how they affédot political decision-making and resource
allocation processes. These outcomes include #lys wmstitutions mobilize private and
public actors, and filter others out (dis-incensize They may do so through the ways they
influence the formation of coalitions and theirintional, strategic problem-solving activities,
or their unintentional mobilizing and de-mobilizieffects on dispersed private actors.
Though elite processes and deliberate use of ppblier to extract rents and build things are
important, so are complex, dispersed collectiveoagiroblems such as how actor-networks

are formed, supported, and sometimes weakeneéhtinated’

Tltis important to note that at the inter-natiosadle, there is now a body of (imperfect) largdeseapirical
testing of different hypotheses about how institusi affect growth and performance (Acemoglu, Johzsal
Robinson, 2004; Prezeworski et al, 2000). At ttieriregional scale, however, while there is arroos
literature, it is almost entirely qualitative orseastudy based; we lack any systematic evidenténstiutions,
politics and governance at the regional level dijtumatter to regional economic performance in tiedium- to
long-run. This is astonishing, given the politietiention, money and effort spent on such issues.
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Thus, a first way to pull together these insighasn international and comparative

growth theory, and attempt a first applicationtte problem identified -- how to explain why

certain metropolitan regions do better at growtntbthers -- looks like the following:

Specialization: composition of the econory

J

(New Economic Geography

-

(New Growth Theory

4 . . . . .
Human capital: immigration, retention, loss

Economic growth
and performance:
Innovation, wages,
per cap income,
arowtr

-

-

Institutions: formal structures, de fact
governance :
(Institutionalist Political Economy)

o)
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Interactions: endogenous causes, feedbacks, filters

Taking comparative economics and economic growgbries seriously, as a mdoel
for why a city-region grows would require that wee more than merely consider the three
forces identified above. Thdmteractionsmust also be considered. By interactions we
mean what economics calls “endogenous” forces,atwwost people would call “chicken
and egg” issues. In somewhat more technical tetmsmeans that each of the three
independent variables (causes) identified above-aamder some circumstances -- become
dependent variables (effects of one another), laaidthey can do so in more than one cycle,

thus reversing the direction of causality more tbace over the medium-run.

What causes specialization?

If one city has had more favorable evolution sfgpecializations than another, is this
because ittabor force developmerfhuman capitglhas became progressively more oriented
toward certain skills than the other’s, so thas¢heities attract and sustain different
industries? A standard version of this argumsihat specialization responds to factor
endowments — in this case particular kinds of huoagital. In the case of high-skill
industries, it is difficult to reconcile abundartodower relative prices of the abundant factor,
however. New Economic Geography models do bett¢his account, via labor pooling
models: search and matching within a large podlodih labor and employers, allows firms to
minimize labor hoarding and better manage theal fabor costs, while allowing workers to
better secure jobs, manage change, and buildaaeger-long skills (Jayet, 1983 ; Combes
and Duranton, 2006).

Alternatively, as is argued in much of the growtldry literature, specialization is the

result of institutions, which ‘select’ the enviroant to favor certain activities over others, in
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the long run. Thus, institutions either “captufa’orable opportunities or they fail to do so
(“repel” them); and they either allow the econotmyadapt to changing external
circumstances, or they block adaptation. Instihgioan capture more or less favorable
specializations (Rodrik, Subramanian, Trebbi, 2004)

Some scholars argue, by contrast, that speciaizadilargelyaccidental being in the
right place at the right time attracts a secta pace, and from there, forces described by
economic geographers “lock the activity into” tHaqe, through agglomeration economies.

In this view, then, the causes of specializatianeaternal or ‘exogenous” (Scott and Storper,
1997; Krugman, 1991a; Davis and Weinstein, 200@ne can think of a combination of
these two latter views: thus, accidents eithee givtake away initial “seeds” of
specialization, but institutions then promote adaph or fail at it, in which case they drive
initially favorable accidents away. This type ohtinuous adaptation is said to involve the
sector-specific institutions mentioned above, twdve the problems of the sector, but may
equally require measures that affect a numberabsgor impact the regional environment in
general: hence the need for problem-solving coaldithat go beyond what an industry is able
to do for itself (Scott, 1993).

Another point to bear in mind is that the potenfitalspecialization is always partially
independent of any “intra-regional” forces: it sijmpas to do with the evolving
organizational and trade cost structure of thestrgun question. As is suggested in a highly
simplified way by product cycle models, there imament in the life of some industries when
they are reorganized and their internal trade abesttine to the point that no local measures
can suffice to maintain their core agglomeratiomd kence nothing will keep them in
expensive places (Norton and Rees, 1979). Ontllez band, there are some moments in the

organizational life of sectors where regional edincy can be improved and shares of an
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industry retained: however, this is usually througtovation within that industry and still
involves shedding a lot of the routine productictivaty (Saxenian, 1994; Amsden, 1989).
These endogeneity issues with respect to regiqegialization can be visualized in

the following manner:

4 c )
Human capital:

Immigration, selection of labor,
9 retention, skilling, poolin )

— " Growth and )
specializam Growth and

) erformance
) clustering, P

reinforcenent,
weakening

4 Accidents:

Regional innovators in right place at
right time: capture new activities : fi

S movers win, others lo D -
\ _

( Institutions: favorable to capture and

retention of activities
N\ J

What causes skills’/human capital stock?

Institutions and specialization might also be caudehe human capital stock of a
city-region. Overall, some regions are richer emate educated than others, and they
reproduce some of this in situ, but they also e differences through differential
migration. In addition to ethnic specificity of fagn immigration, and sometimes overlapping
with it, regions attract mixes of domestic and fgnemmigrants with different skill levels
and qualities (Frey, 1995). Linked to this is thgention of highly-skilled individuals trained
in situ. Among regions with excellent research and trgmnstitutions, some will retain more
of their locally highly trained immigrants than etis, and some will attract more of the highly

trained from elsewhere than others. Does thisately affect their specializations and
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innovativeness? Could it be that something abolitigs and governance in each region
systematically selects for different quantities guodlities of immigration?

In the recent urban growth literature, much hanbeade of the twin notions of
“creative cities” and “amenity-based cities.” (ftta, 2002; Glaeser et al 2001). Both are
stories of economic development driven by humanitak In the creative cities framework,
specialization is driven by the attraction of creaivorkers (whose main component are
highly-educated workers generally, with a high ndien working in high technology and
finance). These workers in turn are said to acdataun places because of the amenity of
“tolerance,” which is operationalized through tloenposite variable “diversity.” The
“amenity city” argument generalizes this to botgHiy-educated populations (high culture
amenities and bohemian amenities) and less-edupafadations (sun, low density). The
problem with human capital-driven regional econogrowth models is that skilled people
appear in most cases to precede the creation ehities, not principally to follow them.
Moreover, successful cities are so heterogeneotesms of their amenities (Shanghai versus
Atlanta, Boston versus Orlando), that the notioamEnities easily becomes a vacuous
tautology as it is stretched over more and morerbgeneous cases. Household preferences
for residential amenities do seem to drive spetifcational choicesvithin metropolitan
regions, but nobetweerthem, so they generate intra-metropolitan sortuigniot regional
development as a whole (Cheshire and Sheppard; C#486s, 1969; Hilber and Mayer,
2004).

We earlier noted that labor pooling versions ajlameration theory can be
interpreted as suggesting that big labor pooldifata specialization (Combes and Duranton,
2006). But it could also work the other way aroutidan industry begins to agglomerate in a
region, and it has unstable markets due to ramditr or technological change or product

innovation/differentiation, then it is highly desiale for firms to have access to a large pool of
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labor, because this makes it easier for them twuter their labor, by insuring that when
demand grows they can find the kind of labor thegdin a short time (Jayet, 1983). Thus,
the clustering together of many such firms withtahke labor demands might generate the
regional labor pool through in-migration or regabkearning-by-doing, and then the two
become mutually reinforcing causes (Scott and $f987). In terms of explaining the
trajectories of places, we are caught in very cemphdogeneity dynamics in which the
putatively independent and dominant role of humepmital is far from being established.

A picture of these endogeneity issues with resfeeletbor supply is as follows:

filtering of labor supply

Institutions: creation, retentionq

4 Human ) ( Economic )

capital: performance
Specialization: demand for labor|; Immigration, == | and growth
pooling retention,
filtering
- DN J

Economic mobility of labor Withilﬂ
the regional economy J

What shapes regional institutional performance?
The possible influence of regional institutionslifoes, and policy on economic
development has received a great deal of attentithre literature, but there is little that

operationalizes and measures these relafions.

® One of the most ambitious attempts to date is byriguez Pose, 1998, but he does not directly rmegsalicy
outcomes and actions, but rather background préaidastitutions.
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The formal @e jure structure of institutions and hence their forathority and
processes for exercising it is determined by canginal structure, history, and law. Tde
factoinstitutional environment consists of the realdebrs of different groups —
governmental, business, community and electoradttaencies. Among the factors that
might underlie changes in de facto institutionaf@enance are human capital and
specialization. If immigration is strong, and ingmant populations become politically
mobilized, for example, they may change the prefeze that are expressed through political
decisions in areas that influence regional devetneducation, training, infrastructure,
business rules, fiscal policy)Likewise, if economic specializations changenttiee
business groups that effectively “leave” the regmth have weaker voices, and the business
groups associated with new or stronger sectors priisumably, have more influence on
decisions affecting development (Cox, 1993; Molott®76; Dahl, 2005). If business and
human capital actor-networks that represent powspecializations in the region mobilize
around particular strategies, they may influeneeairtput of regional government institutions
in a variety of ways (this is the classical poirgda by the urban politics/growth machine
literature). However, it's important to note twortgs for a view of the sources of
institutional performancemany differentypes of actor-networks are likely to be involved;
and the ways they get their ideas heard depenaariron the formal structure of institutions.
In the metropolitan context, key aspects of thesthe degree of fragmentation and the size of
units in which politics takes place, as this wifeat the costs of achieving consensus and
hence the formation of the “market” for ideas atrdtegies that affect the economy, notably
in the domain of problem-solving.

The endogeneity issues with respect to institstime shown below in simplified

form:

° Literature on earlier machine politics deals vififs issue (Erie, 1990), but the more recent liteseems to
pay less attention to it.
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De facto changes in political
behavior: activation/deactivation of
communities and elit

J
Formal structure of political ( Institutions: )
decisionmaking: heterogeneity select, ( Economic )
preferences/ coordination cc capture, growth and
retain, shed — | performance
Specialization: influence of sectots sectors >
on institutions
N
N

Human capital, immigration:
preferences, mobilizatit

It should by now be clear that all three of thampllars of a growth theory — the
economic geography of production, human capital,iastitutions — are likely to be
important causes of regional growth and developnmritthat they may be both independent
and intermediate causes of a regional growth ti@jgc Only additional detailed theoretical
modeling and empirical measurement will determio@ Imuch each contributes to the

explanation of regional development and growth, laomt they interact.

Improving the analysis of institutions and regionaleconomic performance

In international comparative growth studies, ingiitns have taken an increasingly
prominent role. At the same time, “institutiongfers to many things, lending a high degree
of complexity to methods and results. Politicstitations, and “governance” have also been
important reference points in the literature oresiind regions. Because this is the most
complex and heterogeneous of the three main pifagsowth theory, it behoves us now to

devote greater attention to institutions in thenopalitan or regional context.
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One classical theme in urban growth studies isriti@ence of central government
spending on regional growth. Treated in a simpipieical-descriptive way, this amounts to
an “external” or “exogenous” cause of local ecormofiange. In light of the present
discussion, such a stance is questionable. Ceavarnment spending in regions is
generally motivated by political coalitions of regal interests that function in national
institutions. Technology is also cited as an exoge factor. Glaeser and Shapiro (2001)
argue that the interstate highway system and aiitoning are key reasons for the
development of sprawling, sunny cities in the USut this explanation has a difficult time
explaining why textile mills already moved souttile 1930s, before the advent of air-
conditioning, or why dense urban centers and clalatities resurged in the 1990s (Storper
and Manville, 2006).

These specific issues aside, as argued aboveptbassue about institutions is how
they might affect long-run specialization of a @l economy, and adjustments of the
economic base in the face of technological chagigbalization, fragmentation of production
chains, and so on. Again as noted, social seidnesiot have a satisfactory answer for
why an industry might have a strong cluster padicular place and not another. does
have fairly good answers for why there will be astéred rather than dispersed structure in an
industry and why that structure undergoes chargyeiedl as why the clusters will be located
in a certairgeneral typeof economy (developed, high wage, less develogtedl, As with
development economics in general, it also lacKy Bdtisfactory explanations of why some
places sometimes change structural class, by mayray down the hierarchy of
development: just as this happens to countries,l@ppens to cities (Rodrik, 2007). There is
strong reason to believe that appropriately-coogtdiinstitutionalist arguments and evidence

could advance our ability to explain these procgsse
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An example will help. In the late 1950s, it waxt olear that an area south of San
Francisco now known as “Silicon Valley” would becethe world center of information
technology. The initial pattern of semiconductorguction in the USA was quite dispersed,
and if there was any nascent geographical centgrapity for the sector, it was the Northeast
coast, from Boston to New Jersey. Because the indwas extremely new, it lacked a clear
“production process” and “commaodity chain,” andrdfere did not have clearly-defined
“factor demands” or even linkage patterns. Howgetheare were a number of areas in the
USA with a lot of engineers working on what woukcbme the new technology, from
northern California to southern California to tlesecoast, and even in the southwest. This is
what we previously labeled a “window of locatiooglportunity” (Scott and Storper, 1987).

It had parallels in the late 1920s with the Amamieacraft industry, or the film industry in
the 1900s. It has parallels with nanotechnologyl@atechnology today.

The problem is that there are oft@any placeshat can satisfy the technical needs of
an industry. This may be the case with resmefadtor supplies (in the IT example, skilled
engineers and inventors), as well as institutidBsme noted analysts of the Silicon Valley
case (eg Saxenian, 1994) argue that it was SiMalley’s institutions that caused it to
capture the industry and that this generated theialization it still enjoys today as the
county with the highest per capita income in theleve wealthiest economy. But once again,
we fall into the endogeneity hole: Boston and Pinoerere also early centers of
semiconductor production, and it was not until mlatkr that Silicon Valley really pulled
ahead of them. In this case, if it is institutidhat caused Silicon Valley’'s agglomeration
forces to strengthen, the institutions are endogglgdormed in place — they emerged after

the start of the agglomeration process, as a p#rearowth of the industry itsef.

1% This would also be true of the labor force. Talsor force could not have “caused” the IT industry
concentrate in Silicon Valley, because in the 1960mputer engineering was just a loose set oviddals, not
a consolidated academic discipline. It is an endoge outcome of the industry’s development, both as
category of skills and training, and as a geogiegilioncentration of those people in Silicon Valley
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The famous “Stanford business park” story could¢dmsidered an example of
“institutional entrepreneurship” (by the dean o Btanford Business School), and hence an
institutionalist explanation of why Silicon Vallegs opposed to Boston or Phoenix, got ahead
(Saxenian, 2000; Kenney, 2000). In this versiothofgs, Motorola’s massive early
investments in Phoenix did not find a favorablgiitional environment there, or Motorola
simply made the wrong strategic choices, and hére®hoenix agglomeration folded. But
this wouldn’t seem to be the case for Boston, whiati multiple and diverse actors who saw
what was happening and tried to capture the ITstrtes at the same time SV did.
Saxenian’s (1994) argument that they did not deesg well is convincing, but it does not
answer the question of “institutions as chicken"institutions as egg.”

If the sector-specific institutions we are refegto here are in large-part creased
part ofthe specialization process, then the “exogenocug’efof accident may be said to be at
their origins as well. It's important to underddamhat this does and does not mean. Perhaps
in the Silicon Valley case, theweremany regions that were—more or less — equally-well
prepared to become the world center of the IT itrtess But only one of these “candidate
regions” happened to get ahead just a little eathian the others. This is because some actor
in that place came up with a break-through “kideplication” that tipped the agglomeration
economies toward that place: by taking market stsanepliers streamed into the Valley to
fulfill new needs, network efficiencies grew, arttier places found themselves out-distanced,
even though they were “about equally good as oonéhan” prior to this tipping point. The
extreme version of this story of accidents holdg William Shockley, the inventor of the
chip, moved to Silicon Valley because he wanteldet@loser to his mother, who lived in
Menlo Park. This tipped the locational structur¢he industry, durably. This kind of
“accidents of history” explanation is now incorpi@a in the New Economic Geography’s

basic core-periphery model (Fuchs and Shapira, 20@5my opinion, it fits well the case of
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the aircraft industry in the 1930s, where manylitiea in the US or elsewhere were equally
well-placed to become major centers of aircraddpiction, but Los Angeles got ahead
because of a single event: Donald Douglass invehe®C-3 in Santa Monica, and it “took
the market” and tipped the geography of aircraddpiction there rather than elsewhere
(Scott, 1993).

Do these events deserve the analytical statuluilty €xogenous accidents?” On the
one hand, it is evident that many pre-conditionstnine satisfied even to have the possibility
of making the right breakthrough and tipping thegyaphy of the sector, capturing the
specialization. In this sense, there is a regyl#nat can be explained by social science. Itis
a regularity more akin to “climate” than to “todayiveather,” however, and that is the
problem. We do not like path dependencies andcbiag points in social science, because
they create a wedge between broad and deep salicturditions and outcomes (Hodgson,
1993). But that may very well be a powerful infhge in why some cities grow and develop
one way versus another, in the medium-run of yvthotfifty years (Boschma and
Kloosterman, 2005; Rigby and Essletzbichler, 199%js a difficult pill to swallow for those
who formulate urban policy and want to predict dlécomes of their efforts and
expenditures: there is a chance element in econdevielopment.

On the other hand, the regularities may lie els¥eh In order to be a candidate city in
the first place, certain conditions must be satsfiln the case of first-mover advantages of
the type we are considering here, these condiaiomdikely to come from institutions, but not
of the sector-specific type that have attractedhtbst attention in the high-tech and cluster
literatures. There are still-undiscovered att@sudf institutions that seem to prepare city-
regions to attract new activities and sustain thbaeare getting started. These may — indeed
should — give rise to sector-specific institutiopedctices of the type Saxenian documents for

Silicon Valley. We do not know enough about th&sstitutions that capture first-mover
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opportunities.” The regularity should emerge whenstudy these institutions: on average,
the places that have them should capture more afevbr “new economy” exists at a given
point in time than other places. These placesldhmave institutions that overcome existing
problems — including existing interest-group preesi for extracting rents, dominating
perceptions, or blocking other groups from getattgntion in political markets and labor
markets:

Long-term processes of economic development arahrankfully, entirely dominated
by first-mover advantages. There are not enough advantages to go around. However,
there are more opportunities that resemble themitheommonly realized. The economy
affords abundant “second-mover” opportunities. sAstors mature, they develop more
complex internal divisions of labor, usually leaglio the possibility of geographical
fragmentation of the sector, and so the initiallaggrations, no matter how powerful, do not
stop secondary clusters from emerging. By thigtimstitutions of places — if they are good
at adapting and problem-solving -- can apply neystematic lessons of the past to the
process of imitation and capture -- assumingttieit political structures allow them to adopt
the correct policies. In this way, economic depelent becomes less arbitrary and
accidental. An even more powerful opportunitygecond-mover advantages comes through
product differentiation and quality ladders (Groasnand Helpman, 1991). Product
differentiation and quality ladders are a basigriter-place differentiation and competition,
serving as a formidable opportunity-creating device

In order to prosper over the medium-run, city-regioeed to do more than capture
first- and second-mover opportunities. They alsedto solve problems in two major areas.
On one hand, they may attempt to retain existyities by continuing to modernize them,

and on the other they must cope with loss of aawi Such loss is inevitable when the

> Another example of institutional problem-solvirigt shapes and shifts the geography of an indusityd be
the finance sector in Venice-Amsterdam-London-Newkyfrom the 18 century onward.
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evolution of organization and trade costs in a@egliminate the options of retaining the
industry at realistic ranges of regional factoces. In this case, sectoral succession through
first and second-mover specialization must repthedosses, or the economy moves
downward in the hierarchy of incomes and employment

International development economics suggestdrkatutions create the conditions
within which regional economic actors can engagiis process (Rodrik, 2007). One needs
only to look at the success of the Japanese auitamobtustry today to see how important
second-mover strategies can be to the economiagemgof development, and how
institutions do not transfer readily from placegtiace (Cusumano, 1985; Ellison et al,
2002)*? The question is whether regions also do the saimee there is a strong national
imprint to these institutions. How might institut® shape the “action systems” that seem to
underpin specialization processes of capture, fiortaretention and adjustment/succession?
If it is not accidents that cause them, then regjiamstitutions may affect specialization
through another of our growth theory variables, horoapital, but in a very specific sense.
Thelevelof human capital is not enough. Specializatianulgh the construction of actor
networks is very likely driven by thgualitiesof human capital, i.e. how well it is adapted to
the specific needs of a sector of activity (Ro4€83).

The formation of human capital in a specific seatdhe economy is a complex
phenomenon that has been analyzed extensivetomoenic sociology. To simplify the
argument: effective performance depends on skillsether acquired on the job or in
educational institutions. But acquiring and usskdls also often depends on relationships,
I.e. knowing where and with whom to acquire expereeand develop further on the basis of
existing skills (Granovetter, 1995). Relationshapso link individuals to opportunities,

through networks. Networks also allow for circidatof talent, and for exchange of

'2n the sense that when Japan entered, they weeamd-mover. Subsequently, there is a case ruekle that
they have become the first-mover.
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information that continuously improves skills. Seametworks have a strong interpersonal
basis, or a combination of impersonal and integreabkconnections between individuals. In
other words, “human capital” is really a “networkactor system” for the purposes of this
analysis. So, people in the New York financial gsg¥ cluster generally have very different
networks from those in the Silicon Valley infornmatitechnology cluster. Thus,
specialization is driven both by the level andtipee of skill.

Labor market networks are “institutions” in andtllémselves. They mix formal and
informal elements, civil society, and formal govaental institutions (regulation, education,
etc). They should figure prominently in any effeetaccount of a specific city’s economic
history because they are the fundamental sourtieediuntraded interdependencies” that
underpin agglomeration economies.

The geographies of these networks are only partimiterstood, and what we do
know of them indicates that — like many aspecthefregional economy — they have strong
path dependencies, as well as many causes thadtspecifically regional. Thus, if we
consider high-technology business networks, thexeaots in institutions that pre-existed
Silicon Valley, such as the military-industrial cplex, and the national university and R&D
system, as well as private companies in the predece to high-tech, such as the radio and
television equipment industries. It's difficult tmagine the perpetuation of specialization in
Silicon Valley, New York, Hollywood, Paris or Lond@r Milan without these sector-specific
business and labor market networks, deeply integd/with educational networks, that
attract, convey skills to, and retain the peopét #dre key to entrepreneurship and action in a
particular industry.

But path dependencies are not everything: Silicaliey is the exemplar of spatial
and organizationaupture with the past. Specialization has to start sonege/hand it

requires that we consider the causes/origins ofjdloggraphy of these networks, as well as
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why some effectively solve their problems and gpwanile others disintegrate and, with
them, the specialization they once supported.

Regional institutions in a broader, less sectoc#igesense, should logically have
considerable — though perhaps indirect — influemrcéheformationof these networks, the
type and level of human capital in the region, hadce its economic specialization. What
might these be? Much of the urban politics li@r@, as noted, concentrates on rent-
extracting behavior by regional elites, their doamoe of the political process generally, and
especially on their intentions with respect to laledelopment (Molotch, 1976; Logan and
Molotch, 1987). But there is relatively little mon-land related growth coalitions. The film
industry in Southern California, the financial sees industry in New York, and the high tech
sector in the San Francisco Bay Area are only standy interested in land development. In
many countries, by contrast, regional politicalilngions are often more explicitly oriented
toward organizing business activity “from abovejthwa goal to furthering their specific ends
through a variety of public policies. A lot of igets spilled about programs put in place to
strengthen particular industry clusters in regioBst in the end, we have little hard evidence
on the effect that these regional sector-speelite strategiehrave on the formation and
geography of these networks, and how they affecttmamics of capture, retention and
adjustment of specializations. Take the exampkilaon Valley: perhaps the institutional
entrepreneurs at Stanford, or perhaps accidertts s®tion the creation of agglomeration
processes of individuals, which in turn led to ¢ineation of wide and deep networks of
innovators, which in turn subsequently supporteehsjthening the agglomeration, and so on.
The problem is that no systematic tests of thig typsequences exist in the literature, at least
that are known to this author.

Moreover, even if starting points for networks/humtapital/agglomeration lie in

unique events or unique individuals, one asks vérdtiere is a wider logic to why these
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individuals did what they did where they did itid@he Dean of the Stanford Business
School, for example, go west because in the Eafglhenable to be entrepreneurial? In this
case, was there something about the institutiomar@ment that was propitious to the
application of his talents in a particular place?

Finally, leadership may get something startedjtozan wither on the vine if it is not
appropriately nourished. There are many exampldse history of innovation where
superior ideas do not get implemented becausedihewt find a favorable environment
(Mokyr, 1990; North, 2005) These environments &thdxave some regularities we can

understand: institutions, not unique genius or podesidual strategy.

The structure of institutions and the regional pglprocess

In the preceding discussion, we have concent@tdtbw economic opportunities
may intersect with strategic institutional outpatsegional politics. This opens up the
natural question as to why regions “do” differdntgs in this domain. No complete answer
could ever be proposed for such a question, bue lseone dimension that emerges from the
recent institutions and growth literature — andalihintersects with a classical literature in
urban politics and governance — that can be suggest an important topic for research. It
concerns the geography of political jurisdictionsegions and they ways they may influence
voice and coalition-creation in regions, and heafect policy agendas.

The urban environment is one that differs from fnal” factor markets in an
economy: it involves spatial interdependency (erkties) and “bundling” (to locate in a
place you take a package of things, which you caseparate) (Storper and Manville, 2006).
This gives rise to one of the principal specifi@abfies of the urban realm: the tendency for
households and business to use locational decigomstimize their benefits, often by

choosing jurisdictions within the fragmented mydtiisdictional space of the metropolitan
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region. These “Tiebout-Schelling” dynamics of @®ioften involving a tendency for
households and businesses to seek out others whikeathem, give rise to a strong
mechanism of spatial-sorting or self-segregatiod, llence a complex mosaic of difference
within the diversified metropolis (Tiebout, 1957eikkla, 1996; Kenyon, 1997; Kenyon and
Kincaid, 1991; Schelling, 1978).

Smaller jurisdictions are likely to have populasomith more homogeneous
preferences and lower costs of debate and compeoallswing more initiatives to see the
light of day; however, they sometimes need crogsgictional bridging for regional policies
or investments with strongly positive scale ecorem{Alesina and Spolaore, 2005; Aghion,
Alesina and Trebbi, 2005). On the other handorgwith a centralized institutions may
have problems with overly-heterogeneous preferernmescan be very efficient at region-
wide decisions. Their challenge is decentraliangertain part of the decision-
making/political process. This reasoning leadh®hypothesis that the “worst of all worlds”
in terms of the de jure structure of decision-mgkaould be to have neither the
responsiveness that allows new initiatives to comé&om the bottom, nor the centralization
that allows large-scale regional compromises tobged (cf. Rose-Ackerman, 1983;
Stiglitz, 1983). In systems that combine too mhigness without centralization, the bigness
of the units usually blocks initiatives, while fragntation blocks cooperation among large
rival units, or even worse, when there is one higitenough to go it alone without all the
others, but not big enough to achieve region-wmmmromises. This is a condition of

standoff or blockage:
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fragmented metropolis centralized metro
--negotiate vgonance (dominant
central city or county)

effectiveness
of problem-
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to change,
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confidence

Big but fragmented
units: a standoff

decentralized/
centralized/
fragmented concentrated

We can think about this in relation to the printigamains of local-regional “hard” power —
land use and public investments, and “soft poweg” (nore general measures to affect
regional business climate and quality of life). effragmented de jure structure will, all other
things being equal, allow for a competition of id@md approaches among a greater number
of more homogeneous jurisdictions. This couldwalionumber of them to do everything
wrong, but will also allow many do things “righttirough the grouping together of people
who share such preferences -- elites and othidrs.prospect of severe segregation is always

strongly present in such a system, as well astatlh achieve regional coordination where
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it's necessary. But the competition from succdgdfices creates a higher probability that
public collective action could suggest the “highdbdto other jurisdictions and drag them
along (also because successful places generatetaxavenues), and that this will, in turn,
create a general “upward path” in the dynamicsgianal labor market signaling and
attraction. The balance of outcomes is not datexd by the de jure structure, but by the
interplay of real sorting dynamics and the de fauxititics that occurs within these
jurisdictionally-sorted units and between them.

At the other extreme, a highly centralized mettgpevhere there is a dominant
jurisdiction (city or county in the US context) c&s different dynamics. On the one hand, it
has the heterogeneous preferences problem ingitehtral jurisdiction; but on the other,
when this jurisdiction wants to do something big;an. Hence, there will be a bias toward
certain kinds of big projects, and a tendency fanynlittle ones to get shoved under the rug —
unless there are political innovations within the énit, that combine centralization and
decentralization(one thinks of the role of New Y@ity in the NY metro area). It's also
conceivable that a strong elite bias gets displaiyekde hegemonic jurisdiction has
powerfully organized elites. These elites can,afree, be more or less intelligent when it
comes to foresight and problem-solving, so perfarceacan be highly variable. Land use
and public investment decisions can, in any cas@adwerfully directed toward strong effects
on the conditions for labor market/business networknation and sustenance, and hence on
specialization. Centralized metropolitan institn8acan also fall prey to predatory elites who
use centralization for short-term interests andedspecialization down the wrong pathway.

A more problematic case lies between these exgeai@ metropolis with a de jure
institutional structure which is neither fragmengsdong equals, nor centered on a hegemon.
It may contain some big units, but that are no&egnic --- thus denying it both the

advantages of centralizatiamd those of smallness and homogeneous preferendesrisk
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is that it stifles the expression of land use amlolip investment projects that express either
“many flowers blooming” as in the first case (arghbe creative competition within the metro
area) or powerful “big time projects” as in the@ad. It may be rudderless: Los Angeles
comes to mind. The City of Los Angeles is not expprtionally powerful in its metro area as
New York in its, but it's big enough to stop almasty wider regional initiative. Los Angeles
County is huge (9.5 million persons) and heterogaagbut not sufficiently piloted by its
central city (3.8 million) for the latter to be altb impose its will on its neighboring counties.
LA is neither an elite-dominated metropolis likewiN¥ork, nor an internally fragmented,
competitive-cooperative metropolis like San Fratwi@Abu-Lughod, 1999; Jaher, 1982; Kell,
2000)*® The result is that there is possibly the worshath worlds, with little possibility for
creative initiatives to get support, but with dditbat are also disorganized. The low road
tends to prevail in this case: with ineffectivebpaiinvestments, increasingly segregated
private land use decisions, and no strong incentivereate broad problem-solving coalitions
(Purcell, 2000). As even the highly skilled hanie regional power, they increasingly self-
segregate. In the rest of the regional space, tiwéln withdrawal and the absence of effective
coalition action, the door is open to a “low road’economic development, because of the

failure to mobilize resources to drive specializatfavorably*

Conclusion

| have made an admittedly complex argument herethieusubject seems to require
complexity. Thus far, using simpler concepts obitmmakes certain cities grow one way and
others another way have not established muchgtetrivincing about specific urban growth

pathways. Yet policymakers spend huge amounts oesand attention promising to do

3 But LA certainly was an elite-dominated metropaiigil the 1980s, when there was a tide of comnyunit
mobilization and fragmentation of the regionaledi{Fogelson, 1993).

1 Thus, whereas the per capita income of the fiuamtplLos Angeles metropolitan area was 93% thahef
San Francisco ten county metropolitan area in 1@72004 it was only 68%.
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something about them, and suggesting they knowtb@ffect these pathways in a positive
way. In light of this considerable gap betweentpall action and scientific knowledge of the
subject, serious reconstruction of the frameworkanse to carry out research on metropolitan

growth and development may well be merited.
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